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Data Improving in Time Series
Using ARX and ANN Models
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Abstract—Anomalous data can negatively impact energy fore-
casting by causing model parameters to be incorrectly estimated.
This paper presents two approaches for the detection and impu-
tation of anomalies in time series data. Autoregressive with exoge-
nous inputs (ARX) and artificial neural network (ANN) models
are used to extract the characteristics of time series. Anomalies
are detected by performing hypothesis testing on the extrema of
the residuals, and the anomalous data points are imputed using
the ARX and ANN models. Because the anomalies affect the model
coefficients, the data cleaning process is performed iteratively. The
models are re-learned on “cleaner” data after an anomaly is im-
puted. The anomalous data are reimputed to each iteration using
the updated ARX and ANN models. The ARX and ANN data
cleaning models are evaluated on natural gas time series data.
This paper demonstrates that the proposed approaches are able
to identify and impute anomalous data points. Forecasting models
learned on the unclean data and the cleaned data are tested on an
uncleaned out-of-sample dataset. The forecasting model learned
on the cleaned data outperforms the model learned on the unclean
data with 1.67% improvement in the mean absolute percentage
errors and a 32.8% improvement in the root mean squared error.
Existing challenges include correctly identifying specific types of
anomalies such as negative flows.

Index Terms—ANN, ARX, hypothesis testing, imputation,
Outlier detection, time series.

I. INTRODUCTION

DATA cleaning is the process that consists of detecting
and imputing anomalous data [1]. In the energy domain,

training accurate forecasting models requires data that correctly
captures the underlying system. However, energy signals often
contain anomalies, which can be due to various causes such as
human error (e.g., mistyping) or system error (e.g., erroneous
measurement). During model training, anomalous energy sig-
nals yield erroneous forecasting models. Applying an erroneous
forecasting model on out-of-sample signals yields inaccurate
forecasts. Thus, anomaly detection and imputation is an impor-
tant forecasting problem. Since domain knowledge is critical
to determine whether a data point is anomalous, we limit our
analysis to the energy domain.
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This paper presents two novel approaches that combine time
series models with hypothesis testing to detect and impute
anomalies in energy time series. The time series models are
an autoregressive with exogenous inputs (ARX) model and an
artificial neural network (ANN) model. The contributions of the
proposed algorithms are their ability to extract time series fea-
tures using an ARX or ANN model, to use the residuals from
applying the model to identify anomalous data points, and then
to impute replacement values for the identified anomalies. Our
approaches are able distinguish between anomalies and data
points in the tails of the residual distribution by taking into ac-
count the statistics of the residuals and the number of samples
in the data set.

The remainder of the paper is divided into three sections.
Section II discusses previous work on data cleaning. Section III
provides an overview of ARX and ANN modeling, along with
the novel algorithms that combine time series modeling, hypoth-
esis testing, and anomaly imputation. The concluding section
presents the results and analysis.

II. PREVIOUS WORK

Training accurate models in the energy domain requires
anomaly-free training signals, where anomalies refer to data
points that are considerably dissimilar to the remaining points
in the data set [2]. Choy defines two types of time series anoma-
lies: additive anomalies that are isolated events and innovative
anomalies that are errors propagated through time in the system
[3]. Typically, additive outliers need to be deleted or replaced
because they induce biased variances and estimates [4]. Inno-
vative outliers do not require a correction of the measurements
because they are usually noise [5]. In this work, we focus on
additive anomalies.

Probabilistic techniques have been used for outlier detection
in combination with a rejection threshold, hence yielding many
false positives for large data sets [6]–[8]. However, in real data
sets, the underlying distribution of the data is not known, and
there is not an optimal rule for choosing or calculating a rejection
threshold.

Numerous authors have studied the impact of anomalous data
in the parameter estimation of autoregressive integrated mov-
ing average (ARIMA) models [9]–[12]. Tsay investigated the
variance changes and level shifts caused by additive and in-
novative anomalies [13]. Autoregressive moving average with
exogenous inputs (ARMAX) models also have been studied for
outlier detection [14]–[17]. In statistical approaches, anomalies
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are data points that deviate considerably from their predicted
values [18]. Anomalies are detected by analyzing the residuals
(difference between actual and estimated values) because they
affect the structure, parameters, and variance of the models [11].

Work in estimating ARIMA parameters includes Amini et al.
[19], and Boroojeni et al. [20]. Amini et al. presented an ap-
proach to forecasting electrical vehicle charging using a decou-
pled ARIMA approach. The parameters of the ARIMA model
are tuned to improve performance [19]. Boroojeni et al. pre-
sented a two-tier demand forecasting approach to forecasting
energy use and production on the smart grid. The two-tiers are
a maximum likelihood estimator for longer durations and an
ARIMA model for short term forecasting [20]. They have also
used a multi-seasonal ARIMA model to forecast the PJM inter-
connection [21].

The disadvantage of autoregressive moving average (ARMA)
models for outlier detection is that the exact order of the
polynomial functions for real time series data is difficult to
determine [22], [23].

Hawkins et al. and Zhang et al. studied outlier detection using
neural networks [24], [25]. Neural networks select one model
from a set of allowed models with the goal of minimizing a
cost function. An outlier in this case is an observation that does
not conform to the pattern of the selected model [26]. Chen
et al. presented a method for optimizing the parameters of ANN
model by using sieves, which are lower order versions of the
model, and uses this approach to estimate the model parame-
ters of three different types of ANNs [27], [28]. Bakirtzis et al.
developed a short-term load forecasting system using ANN to
forecast demand for the Greek Public Power Corporation [29].
Sarwat et al. have used a ANN to predict the rate of weather
caused electrical system interruptions [30]. The advantage of
neural networks are that they can differentiate between anoma-
lies from different classes. Weekley et al. also applied clustering
techniques to a reconstructed phase space to detect anomalies
[16]. To make valid and efficient inferences about the data,
anomalous data needs to be imputed after their detection.

Two approaches to identifying and imputing anomalies in en-
ergy time series are examined in this paper: ARX and ANN
data cleaning models. Because of the potential presence of
anomalies, the learned parameters of the models may be biased
[9]–[12]. To identify the anomalies, the algorithms calculate the
residuals. Hypothesis testing is used to detect anomalies in the
residuals and to avoid false positives by taking into account
the number of samples in the residual distribution. We assume
the residuals are normal. While this assumption is violated in
practice, it is useful to develop the theoretical aspect of the tech-
nique. Hypothesis testing identifies anomalies in the tails of the
distribution. Anomalies in this case are data points considered
inconsistent with the distribution of the residual data set.

Data cleaning consists of detecting and imputing anomalous
data. Therefore, the anomalies identified are imputed using cal-
culated replacement values [31]–[33]. The replacement values
also are calculated using ARX or ANN models.

As the anomalies are imputed, the estimation of model pa-
rameters improves. Therefore, the data cleaning process is im-
plemented iteratively. The next section of this paper provides an

overview of ARX and ANN modeling and describes the ARX
and ANN data cleaning algorithms.

III. METHODS

This section presents the methods used for outlier detection
and imputation: the ARX and ANN data cleaning algorithms.
The residuals are extracted with ARX or ANN models and the
anomalies are found on the residuals using the hypothesis-driven
outlier detection algorithm.

A. Hypothesis-Driven Outlier Detection Algorithm

Hypothesis testing is a statistical technique that draws con-
clusions about a sample point by testing whether it comes from
the same distribution as the training data [8]. A hypothesis is a
statement about the values of the parameters of a probability dis-
tribution [34]. Here, the hypothesis tests whether the extrema of
the residuals are likely drawn from the probability distribution
of the residuals. The null hypothesis (H0) is that the extremum
of the residuals is not an outlier, while the alternative hypothesis
(Halt) is that the extremum of the residuals is an outlier. The
null hypothesis is rejected in favor of the alternative with a level
of significance α, the probability of committing a type I error. A
type I error occurs if the null hypothesis is rejected when true,
and a type II error occurs if the null hypothesis is not rejected
when it is false. In this paper, we set α = 0.01.

Let the experiment be E = {Classifying an extremum}. The
outcomes of the experiment E are “outlier” or “not outlier.” If
the probability of “outlier” in the experiment E is p, the probabil-
ity of “not outlier” is 1-p. Let the number of samples in the data
set be n. Each classification of an extremum is an independent
experiment. Therefore, the experiment E is a Bernoulli trial.
The problem is to find the number of Bernoulli trials needed
to observe an “outlier” in at least n trials and supported by the
set of n samples. This corresponds to the cumulative distribu-
tion function of a geometric distribution [35]. The number of
Bernoulli trials should be less than the level of significance α
for the data point to be considered an outlier. By taking into
account the number of samples and the probability of the data
points, the hypothesis-driven outlier detection algorithm sets an
effective bound on how many potential anomalies there might be
in a data set. Our hypothesis-driven outlier detection algorithm
is presented in Algorithm 1.

The advantage of our hypothesis-driven outlier detection
algorithm is that it accounts for the number of samples when
computing the likelihood that a data point is an outlier. Time
series are not the outcomes of independent random processes.
Therefore, the time series features are extracted with techniques
such as ARX and ANN. The hypothesis-driven outlier detec-
tion considers the residuals of the ARX and ANN models as
an ensemble of data points drawn from a distribution. The
algorithm focuses on the anomalous data points. Most impor-
tantly, the algorithm detects points that are most unlikely to be
drawn from the assumed underlying distribution, while avoiding
false positive anomalies.
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Algorithm 1: HYPOTHESIS-OUTLIER-DETECTION.

Require: X, α, assumed distribution Dist(X, β)
% Choose the minimum (x) and the maximum (x̄)
% values of X as potential anomalies
% Find the parameters of their corresponding distributions
Xmin ← X\{x}
Xmax ← X\{x̄}
Distmin ← estimate β′s of Xmin
Distmax ← estimate β′s of Xmax
% Compute the probability that the potential anomalies
% belong to the distribution of the remaining data points
pmin ← cdf(Distmin , x)
pmax ← 1− cdf(Distmax , x̄)
gmin ← 1− (1− pmin)n

gmax ← 1− (1− pmax)n

% Determine if x or x̄ are anomalous based on α
if (gmax < α) ∨ (gmin < α) then

% The extremum with the lowest p is the anomaly
if (gmin < gmax) then

outlierIndex ← index(x)
else

outlierIndex ← index(x̄)
end if

else
% Exit condition: There is no anomaly in the data set.
outlierIndex ← nil

end if
return outlierIndex

B. ARX Data Cleaning Algorithm

An ARX model is an autoregressive model with exogenous
inputs. The ARX model assumes a stationary and invertible
process [36]. The exogenous inputs come from an external sys-
tem, which in this work is based on energy forecasting domain
knowledge. The autoregressive model can be viewed as the out-
put of an all-pole infinite impulse response filter whose input is
white noise. An ARX model is written as:

y(t) = c +
p∑

i=1

φiy(t− i) +
nx∑

i=0

ηib(t− i), (1)

where c, ϕi , and ηi are the constant term, the autoregressive
coefficients, and the exogenous coefficients, respectively. The
variables p and nx are the orders of the autoregressive and
exogenous inputs, respectively. The ARX model is written as
ARX(p, nx). An ARX(p, 0) is reduced to an autoregressive
AR(p) model. The ARX data cleaning algorithm is presented
in Algorithm 2.

Algorithm 2 assumes that the order of the ARX model is
known a priori. The residuals found after estimation of the
ARX model form a distribution of points where anomalies are
detected using hypothesis testing. After an anomaly is identified,
the parameters of the ARX model are re-estimated with the
anomaly replaced by a naive impute of

Algorithm 2: ARX-DATA-CLEANING.
Require: time series y, exogenous inputs (b, nx ), AR

model order p
potentialAnomalies← true
Indices ← ∅

while (potentialAnomalies) do
% Estimate ARX model and calculate the residuals
model ← ARX(y, p, b, nx)
residuals ← CALCULATE-RESIDUALS(model, y, b)
% Find the largest anomaly at the level of significance α
i ← HYPOTHESIS-OUTLIER-DETECTION(residuals, α)
if i = = nil then

% Exit condition: No more anomalies found
potentialAnomalies ← false

else
% Calculate a naı̈ve imputation value for the anomaly
y[i] ← 0.5(y[i− 1] + y[i + 1]
%$ Re-estimate the ARX model
model ← ARX(y, p, b, nx)
% Impute all anomalies found and keep iterating
Indices ← Indices ∪ {i}

for j = 1: Indices.length do
y(Indices[j])←
FORECAST(model, y, b, Indices[j])

end for
end if

end while
return y, Indices

ŷ(t) =
y(t− 1) + y(t + 1)

2
, (2)

to ensure that the point is not a false positive and also to remove
some contamination from the imputation model. The new signal
is used in a forecasting model to calculate replacement values
for all the anomalies. The estimate of the model parameters
improves after each anomaly is imputed. The replacement values
are substituted into the time series, and the process repeats until
no more anomalies are identified.

C. ANN Data Cleaning Algorithm

An artificial neural network is used to learn time series fea-
tures and predict future values. It is a suitable choice because of
its capability to model nonlinear systems [37].

An ANN is an interconnected network of units (also called
neurons), that operate in parallel and learn from examples
(samples) [38]. The defining equation for an autoregressive
ANN is

y(t) = f(y (t− 1) , ..., y (t− d) , b (t− 1) , ..., b (t− d)), (3)

where b(t) and y(t) represent the input and output of the mod-
els at time t, respectively. The lag of the system is d, and f
is a nonlinear function representing the ANN [39]. The goal
of the network is to learn associations (weights and bias val-
ues) between the set of input-output pairs. Because the neural
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Fig. 1. Artificial neural network architecture.

Algorithm 3: ANN-DATA-CLEANING.
Require: time series y, α, exogenous inputs b, delay d,

Ratio Rtrain , Rvalidation , Rtest
potentialAnomalies ← true
Indices ← �
while (potentialAnomalies) do

% Fit data with a NARX network
% Calculate the residuals
net ← TRAIN-ANN(y, b, d, Ratio)
[residuals, estimatedFlow] ←

CALCULATE-RESIDUALS(net, y, b)
% Find the largest anomaly at the level of significance α
i← HYPOTHESIS-OUTLIER-DETECTION(residuals, α)
if i = = nil then

% Exit condition: No more anomalies found
potentialAnomalies ← false

else
% Use the values estimated by the neural network
% to replace all anomalies found and keep iterating
Indices ← Indices ∪ {i}
y[Indices] ← estimatedFlow[Indices]

end if
end while
return y, Indices

network is small, the weights and bias values are updated using
the Levenberg-Marquardt optimization because it is computa-
tionally efficient and converges quickly [40].

In this paper, y(t) and b(t) are the time series signal and the
exogenous inputs, respectively. There is only one hidden layer,
and there is a delay of one in the system. The neural network
performs a one-step-ahead prediction to keep from learning the
anomalies. The ANN is re-trained after an anomaly is imputed.
The neural network architecture is presented in Fig. 1.

Similarly to the ARX data cleaning algorithm, the ANN
extracts time series features and calculates the residuals. The
anomalies are found in the residuals using the hypothesis-driven
outlier detection algorithm. However, ANN models also use the
same time series features to compute estimated values. Those
estimates values are used for the imputation of anomalous data,
so a naı̈ve imputation is not necessary for the ANN data clean-
ing algorithm. The ANN data cleaning algorithm is presented
in Algorithm 3.

The ARX and ANN data cleaning algorithms illustrate each
step of the outlier detection and imputation processes. They also
show the iterative nature of the data cleaning process. The next
section of this paper presents the results.

Fig. 2. Daily natural gas reported consumption of a utility in the United States.

IV. RESULTS

This section describes the data set used to test the data clean-
ing algorithms and presents the results obtained using the ex-
ample data set.

A. Data

The data represents the daily consumption of natural gas
recorded in the system of a utility in the United States. The data
set ranges from 01 May 2004 to 31 July 2012 (n = 3014). The
data set is scaled to maintain confidentiality and is presented
in Fig. 2.

Because the time series data set is an energy-related signal, the
exogenous inputs are weather-related. The exogenous inputs are
the heating degree days wind-adjusted (HDDW) and the cooling
degree days (CDD) [41].

If T and w are the daily average temperature (°F) and wind
speed (mph), respectively, the wind-adjusted HDD is

HDDWTrefH = max
(

72 + w

80
,
152 + w

160

)

× max(0, TrefH − T ), (4)

where TrefH is the heating reference temperature. Similarly, the
CDD is defined as

CDDTrefC = max(0, T − TrefC), (5)

where TrefC is the cooling reference temperature. There is no
influence of wind on warmer days. The base or reference tem-
perature is the temperature below or above which heating or
cooling is needed, respectively [42]. Multiple reference temper-
atures also can be used to approximate the climate of a particular
region.

For this example, the HDDW are calculated at reference tem-
peratures 55 °F and 65 °F, and the CDD are calculated at refer-
ence temperatures 65 °F and 75 °F.

A delay of one is automatically incorporated in the system
for the ANN data cleaning algorithm. In the case of the ARX
data cleaning algorithm, one lag of HDDW and CDD are also
used as exogenous inputs.

The data cleaning results are presented in the next sections.
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Fig. 3. ARX data cleaning results on the natural gas data set using an AR
model order of five.

TABLE I
IMPUTATION RESULTS FOR ARX DATA CLEANING ALGORITHM

Date Reported flow (Dth) Imputed flow (Dth)

23-03-2006 1000.00 311.11
01-06-2006 530.85 273.61
09-01-2007 904.65 236.09
22-12-2008 373.29 163.16
26-12-2008 422.99 196.87
22-01-2010 51.07 257.49
18-02-2010 873.68 223.40
12-04-2010 245.86 41.80
30-04-2010 −263.52 131.59
03-04-2012 422.74 167.35
04-04-2012 −68.51 156.57
27-06-2012 758.23 279.81

Fig. 4. ANN data cleaning results on the natural gas data set.

B. ARX Data Cleaning Results

The results obtained using the ARX data cleaning algorithm
are presented in Fig. 3 and Table I. The input in this case is the
natural gas reported consumption, while the exogenous inputs
are [HDDW55, HDDW65, ΔHDDW55, ΔHDDW65, CDD65,
CDD75, ΔCDD65, ΔCDD75]. The AR model order chosen is
five. Fig. 3 and Table I depict the anomalies identified along
with their original and imputed values.

C. ANN Data Cleaning Results

The outlier detection and imputation results for the ANN
data cleaning algorithm are presented in Fig. 4 and Table II. The
input in this case is also the natural gas reported consumption,

TABLE II
IMPUTATION RESULTS FOR ANN DATA CLEANING ALGORITHM

Date Reported flow (Dth) Imputed flow (Dth)

15-02-2006 547.79 292.75
16-02-2006 671.44 279.95
23-03-2006 1000.00 332.96
01-06-2006 530.85 289.90
09-01-2007 904.65 258.87
26-05-2007 −40.03 114.43
27-05-2007 −59.67 155.11
28-05-2007 −103.78 170.39
29-05-2007 −41.10 183.08
22-01-2010 51.07 302.96
18-02-2010 873.68 264.89
11-04-2010 −21.57 134.73
30-04-2010 −263.52 170.52
03-04-2012 422.74 188.04
04-04-2012 −68.51 187.10
27-06-2012 758.23 315.94

TABLE III
COMPARISON OF THE IMPUTATION RESULTS FOR THE ARX

AND ANN DATA CLEANING ALGORITHMS

Date Reported ANN imputed ARX imputed Difference between
Flow (Dth) values (Dth) values (Dth) imputed values (Dth)

15-02-2006 547.79 292.75 – –
16-02-2006 671.44 279.95 – –
23-03-2006 1000.00 332.96 311.11 21.85
01-06-2006 530.85 289.90 273.61 16.29
09-01-2007 904.65 258.87 236.09 22.78
26-05-2007 −40.03 114.43 – –
27-05-2007 −59.67 155.11 – –
28-05-2007 −103.78 170.39 – –
29-05-2007 −41.10 183.08 – –
22-12-2008 373.29 – 163.16 –
26-12-2008 422.99 – 196.87 –
22-01-2010 51.07 302.96 257.49 45.47
18-02-2010 873.68 264.89 223.40 41.49
11-04-2010 −21.57 134.73 – –
12-04-2010 245.86 – 41.80 –
30-04-2010 −263.52 170.52 131.59 38.93
03-04-2012 422.74 188.04 167.35 20.69
04-04-2012 −68.51 187.10 156.57 30.53
27-06-2012 758.23 315.94 279.81 36.13

while the exogenous inputs are [HDDW55, HDDW65, CDD65,
CDD75]. The system has a delay of one, which also introduces
lag in weather signals. The ratio for randomly dividing the data
set is selected to be 70% for training, 15% for validation, and
15% for testing. Fig. 4 and Table II present the anomalies found
along with their original and imputed values.

A comparison between the ARX and ANN data cleaning
results is discussed in the analysis section. The percentage of
improvement that data cleaning provides to forecasting accuracy
also is evaluated and presented.

D. Analysis

The imputation results for both the ARX and the ANN data
cleaning algorithms are recapitulated in Table III. Table III
shows that the ANN data cleaning algorithm found 16 anoma-
lies versus 12 anomalies identified by the ARX data cleaning
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algorithm. Both algorithms identify different data points as
anomalies, but they agree on nine data points being anomalous.
However, some obvious anomalies such as the negative flow
values that occurred in May 2007 were not selected by the
ARX data cleaning algorithm. Natural gas consumption can be
zero but not negative. The AR model order selected is five, but
the time series order is not exact. Therefore, we conclude that
the ARX data cleaning algorithm can be improved using other
techniques to find the AR order of a time series [43]. Also, the
imputation results between the ANN and the ARX are within
a 5% margin (compared to the maximum value in the time
series of 1000 Dth). We conclude that the results are consistent
because both data cleaning algorithms use different forecasting
models to calculate replacement values.

To evaluate the improvement that data cleaning brought to
forecasting accuracy, out-of-sample errors are calculated for the
original (unclean) data set and for both the ARX and ANN
cleaned data sets.

The unclean and clean training sets from 01 May 2004 to
31 July 2011 are used to train the two forecasting models. Two
error metrics are used. The first is the root mean squared error
(RMSE)

RMSE =

√∑N
t=1 (ŷ (t)− y (t))2

N
, (6)

where y(t) is the actual flow at time t, ŷ(t) is the estimated flow
at time t, and N is the number of observations. The second error
metric is the mean absolute percentage errors (MAPE)

MAPE =
100
N

N∑

t=1

∣∣∣∣
ŷ (t)− y (t)

y (t)

∣∣∣∣, (7)

where y(t) is the actual flow at time t, ŷ(t) is the estimated flow
at time t, and N is the number of observations. The RMSE and
MAPE are calculated on the test set from 01 August 2011 to
31 July 2012. It is important to note that the test set (out-of-
sample) is not cleaned. In future work we will implement the
two cross validation approaches of Hu et al. [44] The moving
approach fixes the length of the training and testing periods, but
training starts at a moving time. The rolling approach lengthens
the training set for each cross-validation.

The forecasting model is derived from Vitullo et al. [41].

ŷ (t) = β0 + β1HDDW55 + β2HDDW65 + β3ΔHDDW55

+ β4ΔHDDW65 + β5CDD65 + β6CDD75

+ β7sin
(

2πDOW
7

)
+ β8cos

(
2πDOW

7

)
+ f(t).

(8)

The coefficients βi, i = {1, 2, 3, 4, 5, 6} are the coefficients
of the weather-related inputs. The reference temperatures are
55 °F, 65 °F, and 75 °F. The weather variables used in this
model are derived from forecasted temperature and wind speed.
Multiple reference temperatures can be used to approximate
the climate of a particular region. In that case, the forecasting
model will have more coefficients. β0 is the non-varying amount

TABLE IV
RMSE AND MAPE ON ORIGINAL AND CLEAN TEST SETS

Original ARX ANN

Month RMSE MAPE RMSE MAPE RMSE MAPE

Avg 42.34 11.81 28.48 10.14 28.47 10.08
Aug-11 26.43 9.27 25.17 8.68 25.66 8.92
Sep-11 21.27 10.52 20.52 9.86 20.61 10.00
Oct-11 22.91 10.56 21.74 10.14 21.97 10.22
Nov-11 29.64 10.56 30.33 11.08 29.60 10.08
Dec-11 45.55 13.77 45.93 13.85 45.53 13.74
Jan-12 20.34 6.05 20.68 6.44 20.06 6.04
Feb-12 24.20 7.32 24.76 7.75 24.42 7.76
Mar-12 35.94 15.19 35.06 15.07 35.24 14.91
Apr-12 68.49 23.71 18.04 8.16 16.28 7.10
May-12 28.99 12.38 28.16 11.89 27.72 11.66
Jun-12 91.50 14.43 30.64 11.00 30.61 10.93
Jul-12 29.91 8.34 28.24 7.60 28.15 7.61

Fig. 5. Comparison between RMSE on original and clean data sets from
August 2011 to July 2012.

Fig. 6. Comparison between MAPE on original and clean data sets from
August 2011 to July 2012.

of natural gas load related to everyday uses such as cooking,
water heating, and drying clothes. The coefficients β7 and β8
represent the variation of natural gas demand by day of the
week (DOW). f(t) is used to model the effect of holidays and
days around holidays on the natural gas demand. The out-of-
sample forecasting errors are presented in Table IV, and Figs. 5
and 6.

Table IV shows that all RMSE and MAPE calculated on
clean data sets are smaller than RMSE and MAPE calculated
on the original data set. Anomalies impact the estimation of
the parameters of a time series data set, and imputing anoma-
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lies improves prediction models. For our test set, there is an
average of 32.8% improvement in RMSE and a 1.67% improve-
ment in MAPE. The maximum observed improvement is about
76% in RMSE and 16% in MAPE for April 2012. There is
also an improvement of 66% in RMSE and 4.5% in MAPE for
June 2012.

Figs. 5 and 6 present a comparison between error measures
calculated on the original data set and ARX and ANN cleaned
data sets, and show that the largest improvements are observed
in April and June 2012. They also show that the errors calcu-
lated using the ANN data cleaning algorithm results are smaller
or about the same as the errors calculated using the ARX data
cleaning algorithm results. The average difference between the
ANN and ARX MAPE is 0.06%. The largest difference error
of 1.06% in MAPE is obtained for April 2012 between the
errors calculated using ARX and ANN cleaned data sets, con-
firming that the results are consistent because the differences of
errors between the results from both data cleaning algorithms
are small. Figs. 5 and 6 show also that the majority of the im-
provement in the overall error is due to the improvements in
April and June 2012.

Both data cleaning algorithms yield good performance by
comparing the percentage of improvement obtained on fore-
casting accuracy. While the ARX data cleaning algorithm did
not select some obvious outliers such as negative flow values,
the error was considerably reduced by the data cleaning. The
main advantage of the ANN data cleaning algorithm is that it
does not require any additional forecasting model to calculate
replacement values, and it does not require using other statisti-
cal techniques to calculate the AR order of the time series. The
neural network model is robust because it is able to learn the
structure of the time series features and uses the same features
to calculate replacement values.

V. DISCUSSION AND CONCLUSION

The proposed methods are applicable to a wide range of
forecasting problems, given the proper domain knowledge. The
domain knowledge is captured in the ARX and ANN imputa-
tion models. If our approach were applied to electric power data
cleaning, an imputation model based on electric power domain
knowledge would be used. We surmise that the imputation mod-
els for electric power would have similar inputs and structures,
such as heating degree day and cooling degree day inputs as both
natural gas and electric power consumption have temperature
dependent characteristics.

The imputation models are intentionally simple in nature.
The state-of-the-art forecasting methods are not appropriate
for the proposed data cleaning approach. Sophisticated mod-
els are more likely to overfit the data and thereby learn the
outliers, which would make the outlier identification more dif-
ficult. The use of a more sophisticated forecasting model is
limited to the validation process, where we show that cleaned
training data yields a better forecasting model. To the best of
our knowledge the model we use for natural gas forecasting is
state-of-the-art [41].

Many techniques have been developed for data cleaning. This
paper presents an approach for outlier detection and imputation

based on autoregressive and artificial neural network models.
The ARX data cleaning algorithm ensures that corrupted param-
eters are not used by doing a naive imputation before re-learning
the model. The data cleaning results for the ARX and ANN data
cleaning algorithms are consistent, but neural networks are ro-
bust enough to learn the characteristics of the time series and
to provide residuals and replacement values. Therefore, an ad-
ditional forecasting model for calculating replacement values is
not necessary for the ANN data cleaning algorithm. The data
cleaning algorithms are tested on the natural gas reported con-
sumption of a utility in the United States and provide an average
improvement of 32.8% in RMSE and 1.67% in MAPE on the
test set.

The main contribution of this technique is the development
of outlier detection algorithms based on hypothesis testing and
using the number of samples in the data set and the combina-
tion of time series modeling techniques to efficiently detect and
impute anomalies in real time series data.

REFERENCES

[1] J. den Broeck, S. Argeseanu Cunningham, R. Eeckels, and K. Herbst,
“Data cleaning: Detecting, diagnosing, and editing data abnormalities,”
PLoS Med., vol. 10, no. 2, pp. 966–970, 2005.

[2] D. M. Hawkins, Identification of Outliers. London, U.K.: Chapman and
Hall, 1980.

[3] K. Choy, “Outlier detection for stationary time series,” J. Statist. Plan.
Inference, vol. 99, no. 2, pp. 111–127, 2001.

[4] C. R. Muirhead, “Distinguishing outlier types in time series,” J. Roy.
Statist. Soc., Ser. B, vol. 48, no. 1, pp. 39–47, 1986.

[5] A. Kaya, “Statistical modelling for outlier factors,” Ozean J. Appl. Sci.,
vol. 3, no. 1, pp. 185–194, 2010.

[6] V. Barnett and T. Lewis, Outliers in Statistical Data. 3rd ed. Hoboken, NJ,
USA: Wiley, 1994.

[7] G. Buzzi-Ferraris and F. Manenti, “Outlier detection in large data sets,”
Comput. Chem. Eng., vol. 35, no. 2, pp. 388–390, Sep. 2011.

[8] M. Markou and S. Singh, “Novelty detection: A review—Part 1: Statistical
approaches,” Signal Process., vol. 83, no. 12. pp. 2481–2497, 2003.

[9] I. Chang, G. C. Tiao, and C. Chen, “Estimation of time series parameters
in the presence of outliers,” J. Technometrics, vol. 30, no. 2, pp. 193–204,
1988.

[10] D. R. Martin and V. J. Yohai, “Influence functionals for time series,” Ann.
Statist., vol. 14, no. 3, pp. 781–855, 1986.

[11] A. M. Bianco, M. Garcia Ben, E. J. Martinez, and V. J. Yohai, “Outlier de-
tection in regression models with ARIMA errors using robust estimates,”
J. Forecast., vol. 20, no. 8, pp. 565–579, 2001.

[12] L. Denby and D. R. Martin, “Robust estimation of the first-order autore-
gressive parameter,” J. Amer. Statist. Assoc., vol. 74, no. 365, pp. 140–146,
1979.

[13] R. S. Tsay, “Outliers, level shifts, and variance changes in time series,” J.
Forecast., vol. 7, no. 1, pp. 1–20, 1988.

[14] C. Fauconnier and G. Haesbroeck, “Outliers detection with the minimum
covariance determinant estimator in practice,” J. Statist. Methodol., vol. 6,
no. 4, pp. 363–379, 2009.
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